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1 Introduction
In this paper, we are interested in the existence of so-
lutions for nonlinear fractional difference equations
cDα

t [u− h (u)] = ∆u (t) + u · ∇u+ g (u)W (t) ,

x ∈ D, t > 0,

(1)

subject to the initial condition

u (x, 0) = u0 (x) , x ∈ D, t = 0, (2)

and the Dirichlet boundary conditions

u (x, t) = 0, x ∈ ∂D, (3)

where D ⊂ Rd, u (x, t) represents the velocity field
of the fluid, the state u (·) takes values in a sepa-
rable real Hilbert space H with inner product 〈·, ·〉,
the term g (u)W (t) = g (u) d

dtW (t) describes a
state dependent random noise, where W (t)t∈[0,T ]

is a Ft−adapted Wiener process defined in com-
pleted probability space (Ω, F, P ) with expectation
E and associate with the normal filtration Ft =
σ {W (s) : 0 ≤ s ≤ t}. The operator ∆ is the Lapla-
cian. Here, cDα

t denotes the Caputo type derivative
of order α (0 < α < 1) for the function u (x, t) with
respect time t which is defined by{

cDα
t u (t, x) = 1

Γ(1−α)

∫ t
0
∂u(x,s)
∂s

ds
(t−s)α , 0 < α < 1,

∂u(t,x)
∂t , α = 1,

(4)
where Γ (·) stands for the Gamma function
Γ (α) =

∫∞
0 tα−1e−tdt .

There has been a widespread interest during the
last decade in constructing a stochastic integration
theory with respect to fractional Brownian motion
(FBM) and solving stochastic differential equations
driven by FBM. In fact, stochastic perturbation fac-
tors, such as precipitation, absolute humidity, and
temperature, have a significant impact on the infection
force of all types of virus diseases to humans. Taking
this into consideration enables us to present random-
ness into deterministic biological models to expose
the environmental variability effect, whether it is envi-
ronmental fluctuations in parameters or random noise
in the differential systems [18]. Stochastic population
dynamics perturbed by white noise (or Brownian mo-
tion) has been studied extensively by many authors
[1, 12, 13]. It has been investigated in [14] that an en-
vironmental Brownian noise can suppress explosions
in population dynamics. Yuan et al. [28] discussed the
results of stochastic viral infection, immune response
dynamics and analyzed the human immunodeficiency
virus infection.

On the other hand, time-fractional differential
equations are found to be quite effective in modelling
anomalous diffusion processes as its can characterize
the long memory processes [6, 19, 27, 22]. Hence,
Burgers equation with time-fractional can be adapted
to describe the memory effect of the wall friction
through the boundary layer [8]. Furthermore, the
analytical solutions of the time- and space-fractional
Burgers equations have been investigated by varia-
tional iteration method and Adomian decomposition
method [15]. Some relevant studies can be found in
[4, 21, 25, 26, 29].
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The existence of solution for partial neutral
integro-differential equation with infinite delay in
infinite dimensional spaces has been extensively
studied by many authors, see for example [16].
Ezzinbi and al. [7] investigated the existence and
regularity of solutions for some partial functional
integro-differential equations in Banach spaces.
Cui and Yan [5] investigated the existence of mild
solutions for a class of fractional neutral stochastic
integro-differential equations with infinite delay
in Hilbert spaces by means of Sadovskiis fixed
point theorem. In particular, the stability theory of
stochastic differential equations has been popularly
applied in variety fields of science and technology.
Several authors have established the stability results
of mild solutions for these equations by using various
techniques, we refer the reader to [3, 10, 11, 17].

The main contribution of this paper is to estab-
lish the existence of mild solution for the problem (1)-
(3). Using mainly the Sadovskii’s fixed point theorem.
The rest of the paper organised as follows, In Section
2, we will introduce some notations and preliminaries,
which play a crucial role in our theorem analysis. In
Section 3, the existence results on a mild solutions are
derived.

2 Preliminaries
In this section, we give some notions and certain im-
portant preliminaries, which will be used in the sub-
sequent discussions. Let

(
Ω, F, {F}t≥0 , P

)
be a fil-

tered probability space with a normal filtration, where
P is a probability measure on (Ω, F ) and F is the
Borel σ−algebra . Let {F}t≥0 satisfying that F0 con-
tains all P -null sets. The operator A is the infinitesi-
mal generator of a strongly continuous semigroup on
a separable real Hilbert space H .
Denote the basic functional space Lp (D) , 1 ≤ p <
∞ and Hs (D) by the usual Lebesgue and Sobolev
space, respectively. We assume that A is the negative
Laplacian−∆ in a bounded domain with zero Dirich-
let boundary conditions in Hilbert spaceH = L2 (D),
which are given by

A = −4, D (A) = H1
0 (D) ∩H2 (D) ,

since the operator A is self-adjoint, i.e., there exist the
eigenvectors ek corresponding to eigenvalues λk such
that

Aek = λkek, ek =
√

2sin (kπ) , λk = π2k2, k ∈ N+.

For any σ > 0, let Hσ be the domain of the frac-

tional power A
σ
2 = (−∆)

σ
2 , which can be defined by

σ > 0, A
σ
2 ek = γ

σ
2
k ek, k = 1, 2, . . .

and

Hσ = D
(
A
σ
2

)
=
{
v ∈ L2 (D) ,

‖v‖2Hσ =

∞∑
k=1

γ
σ
2
k v

2
k <∞

}
where vk = 〈v, ek〉 with the inner product 〈·, ·〉 in
L2 (D), the norm ‖Hσv‖ =

∥∥∥Aσ
2 v
∥∥∥, the bilinear op-

erator B (u, v) = u · ∇v and D (B) = H1
0 (D) with

the slight abuse of notation B (u) = B (u, u). Then
we can rewrite the equations (1)-(3) as follows in the
abstract form

cDα
t [u (t)− h (u (t))] = Au (t) +B (u (t))

+g (u (t)) dW (t)
dt , t > 0,

u (0) = u0,
(5)

where {W (t) , t ≥ 0} is a Q-Wiener process with
linear bounded covarience operatorQ such that a trace

class operator Q denote Tr (Q) =
∞∑
k=1

λk < ∞,

which satisfies that Qek = λkek, k = 1, 2, . . ., then
the Wiener process is given by

W (t) =
∞∑
k=1

√
λkβk (t) ek,

where {βk}∞k=1 is a sequence of real-valued standard
Brownian motions.

Let L2
0 = L2

(
Q

1
2 (H) , H

)
be a Hilbert-Schmidt

space of operators from Q
1
2 (H) to H with the norm

‖φ‖L2
0

=
∥∥∥φQ 1

2

∥∥∥
Hσ

=

( ∞∑
n=1

φQ
1
2 en

) 1
2

,

i.e.,

L2
0 =

{
φ ∈ L (H) :

∞∑
n=1

∥∥∥∥λ 1
2
nφQ

1
2 en

∥∥∥∥2

<∞

}
,

where L (H) is the space of bounded linear operators
from H to H .
For an arbitrary Banach space B, we denote

‖v‖Lp(Ω,B) =
(
E ‖v‖pB

) 1
p , ∀v ∈ Lp (Ω, F, P,B) ,

for any p ≥ 2.

We shall also need the following result with re-
spect to the operator Aν (see [22]).
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Lemma 1. For any ν > 0, an analytic semigroup
T (t) = e−tAν , t ≥ 0 is generated by the operator
Aν on Lp, there exists a constant Cν dependent on ν
such that

‖AνT (t)‖L(Lp) ≤ Cνt
−ν , t > 0,

in which L (B) denotes the Banach space of all
bounded operators from K to itself.

Next we will introduce the following lemma to
estimate the stochastic integrals, which contains the
Burkhoder-Davis-Gundy’s inequality.

Lemma 2. [9] For any 0 ≤ t1 < t2 ≤ T and
p ≥ 2 and for any predictable stochastic process
v : [0, T ]× Ω→ L2

0 which satisfies

E


 T∫

0

‖v (s)‖2L2
0
ds


p
2

 <∞,
then, we have

E

∥∥∥∥∥∥
t2∫
t1

v (s) dW (s)

∥∥∥∥∥∥
p < C (p)E


 t2∫
t1

‖v (s)‖2L2
0
ds


p
2

 ,
where C (p) > 0 is a constant depending only on p.

Inspired by the definition of the mild solution to
the time-fractional differential equations (see [19]),
we give the following definition of mild solution for
our time-fractional stochastic equation.

Definition 3. An Ft-adapted stochastic process
(u (t) , t ∈ [0, T ]) is called a mild solution to (5) if
the following integral equation is satisfied

u (t) = Eα (t)u0 + h (u (t))

+

t∫
0

(t− s)α−1Eα,α (t− s)B (u (s)) ds

+

t∫
0

(t− s)α−1Eα,α (t− s) g (u (s)) dW (s) ,

(6)

where the generalized Mittag-Leffler operators Eα (t)
and Eα,α (t) are defined, respectively, by

Eα (t) =

∞∫
0

ζα (θ)T (tαθ) dθ,

and

Eα,α (t) =

∞∫
0

αθζα (θ)T (tαθ) dθ,

where T (t) = e−tA, t ≥ 0 is an analytic semi group
generated by the operator −A and the Mainardi’s
Wright-type function with α ∈ (0, 1) is given by

ζα (θ) =
∞∑
k=0

(−1)k θk

k!Γ (1− α (1 + k))
.

Lemma 4. [5]For any α ∈ (0, 1) and −1 < ν < ∞,
it is not difficult to verity that

ζα (θ) ≥ 0 and

∫ ∞
0

θνζα (θ) dθ =
Γ (1 + ν)

Γ (1 + αν)
,

(7)
for all θ ≥ 0.

The operators in (7) and {Eα (t)}t≥0 and
{Eα,α (t)}t≥0 have the following properties.

Lemma 5. For anyEα (t) andEα,α (t) are linear and
bounded operators. Moreover, for 0 < α < 1 and
0 ≤ ν < 2, there exists a constant C > 0 such that
Eα (t) and Eα,α (t) are defined, respectively, by

‖Eα (t)χ‖Hν ≤ Ct−
αν
2 ‖χ‖ , ‖Eα,α (t)χ‖Hν ≤ Ct−

αν
2 ‖χ‖.

(8)

Proof. For T > 0 and 0 ≤ ν < 2, by means of
Lemma 1 and Lemma 4, we have

‖Eα (t)χ‖Hν ≤
∞∫

0

ζα (θ) ‖AνT (tαθ)χ‖ dθ

≤
∞∫

0

Cνt
−αν

2 θ−νζα (θ) ‖χ‖ dθ

=
CνΓ (1− ν)

Γ (1− αν)
t−

αν
2 ‖χ‖ , χ ∈ L2 (D) ,

and

‖Eα,α (t)χ‖Hν ≤
∞∫

0

αθζα (θ) ‖AνT (tαθ)χ‖ dθ

≤
∞∫

0

Cναt
−αν

2 θ1−νζα (θ) ‖χ‖ dθ

=
CναΓ (2− ν)

Γ (1− αν)
t−

αν
2 ‖χ‖ , χ ∈ L2 (D) ,

so, Eα (t) and Eα,α (t) are linear and bounded opera-
tors. The proof is completed.
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Lemma 6. For any t > 0, the operators Eα (t) and
Eα,α (t) are strongly continuous. Moreover, for 0 <
α < 1 and 0 ≤ ν < 2 and 0 ≤ t1 < t2 ≤ T , there
exists a constant C > 0 such that

‖(Eα (t2)− Eα (t1))χ‖Hν ≤ C (t2 − t1)
αν
2 ‖χ‖ ,

(9)

and

‖(Eα,α (t2)− Eα,α (t1))χ‖Hν ≤ C (t2 − t1)
αν
2 ‖χ‖ .

(10)

Proof. For any 0 < T0 ≤ t1 < t2 ≤ T , it is easy to
deduce that

t2∫
t1

dT (tαθ)

dt
dt = T (tα2 θ)−T

(
tθ1

)

=

t2∫
t1

αtα−1θAT (tαθ) dt,

and by (7) and Lemma 5, we have

‖(Eα (t2)− Eα (t1))χ‖Hν

= ‖Aν (Eα (t2)− Eα (t1))χ‖

=

∥∥∥∥∥∥
∞∫

0

ζα (θ)Aν

(
T (tα2 θ)− T

(
tθ1

))
χdθ

∥∥∥∥∥∥
≤
∞∫

0

αθζα (θ)

t2∫
t1

tα−1 ‖A2+νT (tαθ)χ‖L2 dtdθ

≤
∞∫

0

Cναθ
− ν

2 ζα (θ)

 t2∫
t1

t−
αν
2
−1dt

 ‖χ‖ dθ
=

2CνΓ
(
1− ν

2

)
νΓ
(
1− αν

2

) (t−αν21 − t−
αν
2

2

)
‖χ‖

≤
2CνΓ

(
1− ν

2

)
νTαν0 Γ

(
1− αν

2

) (t2 − t1)
αν
2 ‖χ‖ , χ ∈ L2 (D) .

Also

‖(Eα,α (t2)− Eα,α (t1))χ‖Hν

= ‖Aν (Eα,α (t2)− Eα,α (t1))χ‖

=

∥∥∥∥∥∥
∞∫

0

αθζα (θ)Aν

(
T (tα2 θ)− T

(
tθ1

))
χdθ

∥∥∥∥∥∥
≤
∞∫

0

α2θ2ζα (θ)

t2∫
t1

tα−1 ‖A2+νT (tαθ)χ‖L2 dtdθ

≤
∞∫

0

Cνα
2θ1− ν

2 ζα (θ)

 t2∫
t1

t−
αν
2
−1dt

 ‖χ‖ dθ
=

2αCνΓ
(
2− ν

2

)
νΓ
(
1 + α

(
1− ν

2

)) (t−αν21 − t−
αν
2

2

)
‖χ‖

≤
2CνΓ

(
2− ν

2

)
νTαν0 Γ

(
1 + α

(
1− ν

2

)) (t2 − t1)
αν
2 ‖χ‖ , χ ∈ L2 (D) .

It is obviously to see that the term

‖(Eα (t2)− Eα (t1))χ‖Hν → 0,

and

‖(Eα,α (t2)− Eα,α (t1))χ‖Hν → 0,

as t1 → t2 which mean that the operators Eα (t) and
Eα,α (t) are strongly continuous.

3 Existence results

In this section, we present our main results on the ex-
istence of mild solutions of problem (5) and we define
the following space

K =

{
u : u ∈ C ([0, T ] , Hν) , sup

t∈[0,T ]
‖u‖ <∞

}
.

To do this, we make the following hypotheses:
(H1) A is the infinitesimal generator of a strongly
continuous semigroup {T (t) , t ≥ 0} on H . We will
also suppose that the operator Eα (t) , t > 0 is com-
pact.
(H2) The function g : Ω × H → L2

0 satisfies the
following global Lipshitz and growth conditions:

‖g (v)‖L2
0
≤ C ‖u‖ , ‖g (u)− g (v)‖L2

0
≤ C ‖u− v‖ ,

for any u ∈ H, v ∈ H .
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(H3) The initial value u0 : Ω → Hν is a
F0−measurable random variable, it hold that

‖u0‖Lp(Ω,Hν) <∞, for any 0 ≤ ν < α < 2.

(H4) The function h : L2
0 → L2

0 is continuous and
there exists Lh > 0 such that

E ‖h (u1 (t))− h (u2 (t))‖p
L2
0
≤ Lh ‖u1 (t)− u2 (t)‖p

L2
0
,

t ∈ [0, T ] , u1, u2 ∈ L2
0,

and

E ‖h (u (t))‖p
L2
0
≤ LhE ‖u (t)‖p

L2
0
, t ∈ [0, T ] , u ∈ L2

0.

(H5) Let C > 0 be a real number, then the bounded
bilinear operator B : L2 (D) → H−1 (D) satisfies
the following properties

‖B (u)‖H−1 ≤ C ‖u‖2 ,

and

‖B (u)−B (v)‖H−1 ≤ C (‖u‖+ ‖v‖) ‖u− v‖ ,

for any u, v ∈ L2 (D).

Definition 7. (see [2]) Let C be a bounded set in met-
ric space (X, d), then Kuratowskii measure of non-
compactness, α (C) is defined as

inf {ε : C covered by finitely many sets

such that the diameter of each set} .

Definition 8. (see [2]). Let Φ : D (Φ) ⊂ X → X
a bounded and continuous operator on Banach space
X . Then Φ is called a condensing map if α (Φ (Y )) <
α (Y ) all bounded sets Y , where α denotes the Kura-
towski measure of noncompactness.

Lemma 9 ([24], Example 11.7). The map G1 + G2

is a k−set contraction with 0 ≤ k < 1 and is thus
condensing, if
(i) G1, G2 : D ⊆ X → X are operators on the
Banach space,
(ii) G1 is k−contractive, that is

‖G1u−G1v‖ ≤ k ‖u− v‖ ,

for all u, v ∈ D and fixed point k ∈ [0, 1),

(iii) G2 is compact.

Our main results is based on the following
Sadovskii fixed points theorem.

Theorem 10. [20](Sadovskii′s fixed point theorem)
Let Y be a convex, bounded, and closed subset of a
Banach space X and let Φ : Y → Y a condensing
map. Then Φ has a fixed point.

In the proof of main result, we need the following
Lemmas.

Lemma 11. Assume that conditions (H1) and (H2)
hold. Let Φ1 be the operator defined by for each u ∈
K

Φ1 (u) =

t∫
0

(t− s)α−1Eα,α (t− s)B (u (s)) ds.

(11)
Then Φ1 is continuous and maps K into itself.

Proof. It is obvious that Φ1 is continuous. Next we
show that Φ1 (K) ⊂ K. By (H1) and (H2), from the
equation (11) and by applying Holder inequality, we
have

E ‖(Φ1u) (t)‖pHν

= E

∥∥∥∥∥∥
t∫

0

(t− s)α−1A1Eα,α (t− s)Aν−1B (u (s)) ds

∥∥∥∥∥∥
p

Hν

≤ Cpα

 t∫
0

(t− s)
p(α−1

2 )
p−1 ds

p−1 ∫ t

0

E [‖Aν−1B (u (s))‖p] ds

≤ CpCα
[

2 (p− 1)

p− 2

]p−1
(T )

p−2
2

t∫
0

E [‖u (t)‖pHν ]

= γ1

t∫
0

E
[
‖u (s)‖pHν

]
ds ,

(12)

where γ1 = CpCα

[
2(p−1)
p−2

]p−1
(T )

p−2
2 . This com-

plete the proof.

Lemma 12. Assume that conditions (H1) and (H2)
hold. Let Φ2 be the operator defined by for each u ∈
K

Φ2 (u) =

t∫
0

Sα (t− s) f (u (s)) dW (s) .

Then Φ2 is continuous and maps K into itself.
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Proof. Making use of the Holder inequality and
Lemma 2, we obtain

E ‖(Φ2u) (t)‖pHν

= E

∥∥∥∥∥∥
t∫

0

(t− s)α−1Eα,α (t− s) g (u (s)) dW (s)

∥∥∥∥∥∥
p

Hν

≤ C (p)E


 t∫

0

∥∥∥(t− s)α−1Eα,α (t− s)
∥∥∥2 ‖Aνg (u)‖2L2

0
ds


p
2


≤ C (p)Cpα

 t∫
0

(t− s)
2p(α−1)
p−2


p−2
2 t∫

0

E ‖Aνg (u)‖p
L2

0
ds

≤ C (p)Cpα

(
p− 2

p (2α− 1)− 2

) p−2
2

t∫
0

E ‖Aνg (u)‖p
L2

0
ds

= γ2

t∫
0

E [‖u (s)‖pHν ] ds,

(13)

where γ2 = C (p)CpαCp
[

p−2
p(2α−1)−2

] p−2
2 .

That is Φ2 (B) ⊂ B.

Lemma 13. Assume that conditions (H1) and (H4)
hold. Let Φ3 be the operator defined by for each u ∈
B

(Φ3u) (t) = Eα (t)u0 + h (u (t)) .

Then Φ3 is continuous and maps K into K.

Proof. The continuity in p−thmoment of Φ3 follows
from (H4).
Next, we show that Φ3 (Y ) ⊂ Y . By (H1), (H5) and
from (13), we have

E ‖(Φ3u) (t)‖p
L2
0
≤ E ‖h (u (t))‖p

L2
0
≤ LhE ‖u (t)‖p

L2
0
.

So, we conclude Φ3 (K) ⊂ K.

Lemma 14. Assume that conditions (H1) and (H2)
hold. Then

E [‖Eα (t)u0‖Hν ] ≤ E [‖u0‖Hν ] .

Proof. By Lemma 5, we have

E [‖Eα (t)u0‖Hν ]

≤ E

 ∞∫
0

ζα (θ)
(
‖AνT (tαθ)u0‖2

) 1
2
dθ


≤ E

 ∞∫
0

ζα (θ)

( ∞∑
n=1

〈
Aνe

−tαθAu0, en

〉2
) 1

2

dθ


≤ E

 ∞∫
0

ζα (θ)

( ∞∑
n=1

〈
Aνu0, e

−tαθλ
ν
2
n , en

〉2
) 1

2

dθ


≤ E

 ∞∫
0

ζα (θ) ‖u0‖Hν dθ

 = E [‖u0‖Hν ] .

First, we define a map F : K → C ([0, T ] , Hν)
in the following manner: for any u ∈ K,

(Fu) (t) =

t∫
0

(t− s)α−1Eα,α (t− s)B (u (s)) ds

+

t∫
0

(t− s)α−1Eα,α (t− s) f (u (s)) dW (s)

+ Eα (t)u0 (s) + h (u (t)) .

Now, we set F = F1 + F2, where

(F1u) (t) = Eα (t)u0 (s) + h (u (t)) ,

and

(F2u) (t) =

t∫
0

(t− s)α−1Eα,α (t− s)B (u (s)) ds

+

t∫
0

(t− s)α−1Eα,α (t− s) f (u (s)) dW (s) ,

for t ∈ [0, T ].

Lemma 15. Assume (H2) , (H4), (H5) hold and 0 <
ν < α ≤ 2, p ≥ 2, Then

E ‖Eα (t2)− Eα (t1)‖pHν ≤ Cpα,ν (t2 − t1)
αν
2 E ‖u0‖p .

Proof. We set

I1 = F1 (t2)− F1 (t1) = Eα (t2)u0 − Eα (t2)u0
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For any p ≥ 2, by vertue of Lemma 6, it follows that

E
[
‖I1‖pHν

]
= E [A ‖Eα (t2)u0 − Eα (t2)u0‖p]

≤ Cpα,ν (t2 − t1)
αν
2 E ‖u0‖p .

It is obviously to see that the term
‖(F1 (t2)− F1 (t1))‖Y → 0 as t1 → t2 which mean
that the operators F1 is strongly continuous.

Lemma 16. Assume (H2) , (H4), (H5) hold and 0 <
ν < α ≤ 2, p ≥ 2, then the operator F2 is uniformly
bounded.

Proof. From Lemma 11, Lemma 12 and by means of
extension of Gronwall’s lemma, we have

sup
t∈[0,T ]

E
[
‖F2 (u (t))‖pHν

]
≤ ∞,

that is the operator F2 is uniformly bounded.

Lemma 17. Assume (H2) , (H4), (H5) hold and 0 <
ν < α ≤ 2, p ≥ 2. Then the operator F2 is equicon-
tinuous.

Proof. For any 0 ≤ t1 < t2 ≤ T , from

(F2u) (t2)− (F2u) (t1)

=

t2∫
0

(t2 − s)α−1Eα,α (t2 − s)B (u (s)) ds

−
t1∫

0

(t1 − s)α−1Eα,α (t1 − s)B (u (s)) ds

+

t2∫
0

(t2 − s)α−1Eα,α (t2 − s) g (u) dW (s)

−
t1∫

0

(t1 − s)α−1Eα,α (t1 − s) g (u) dW (s) = I2 + I3,

(14)

where

I2 =

t2∫
0

(t2 − s)α−1Eα,α (t2 − s)B (u (s)) ds

−
t1∫

0

(t1 − s)α−1Eα,α (t1 − s)B (u) d (s)

∫ t1

0
(t1 − s)α−1 [Eα,α (t2 − s)

−Eα,α (t1 − s)]B (u (s)) ds

+

t1∫
0

[
(t2 − s)α−1 − (t1 − s)α−1

]
× Eα,α (t2 − s)B (u (s)) ds

+

t2∫
t1

(t2 − s)α−1Eα,α (t2 − s)B (u (s)) ds

= I21 + I22 + I23,

(15)

and

I3 =

t2∫
0

(t2 − s)α−1Eα,α (t2 − s) f (u (s)) dWs

−
t1∫
0

(t1 − s)α−1Eα,α (t1 − s) f (u) dW (s)

=

t1∫
0

(t1 − s)α−1 [Eα,α (t2 − s)− Eα,α (t1 − s)] f (u (s)) dW (s)

+

t1∫
0

[
(t2 − s)α−1 − (t1 − s)α−1

]
Eα,α (t2 − s) f (u (s)) dW (s)

+

t2∫
t1

(t2 − s)α−1Eα,α (t2 − s) f (u (s)) dW (s)

= I31 + I32 + I33.

(16)

For the first term I21 in (15), applying the assump-
tions (H5) and Lemma 10 and Holder inequality, we
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have

E = [‖I21‖pHv ]

= E

[∥∥∥∥∫ t1

0

(t1 − s)α−1 [Eα,α (t2 − s)

−Eα,α (t1 − s)]B (u (s)) ds‖P
]

≤ Cpαν (t2 − t1)
pα(ν+1)

2 × t1∫
0

(t1 − s)
p(α−1)
p−1 ds

p−1 t∫
0

E
[
‖A−1B (u (s))‖pH1

]
ds

≤ CpCpανT pα×(
p− 1

pα− 1

)p−1(
sup
t∈[0,T ]

E
[
‖u (s)‖2pH1

])
(t2 − t1)

pα(ν+1)
2 .

(17)

Using the assumptions (H5) and Lemma 10 and
Holder inequality, we have

E [‖I22‖pHν ]

= E

∥∥∥∥∥∥
t1∫
0

[
(t2 − s)α−1 − (t1 − s)α−1

]
× [AvEα,α (t2 − s)]B (u (s)) ds‖p]

≤ Cpα
(∫ t1

0

{[
(t2 − s)α−1 − (t1 − s)α−1

]
× (t2 − s)

−α(ν+1)
2

}
ds
)p−1 ∫ t

0

E
[
‖A−1B (u (s))‖pH1

]
ds

≤ CpCpαT

 p− 1

p
(
α− α(ν+1)

2

)
p−1

×

(
sup
t∈[0,T ]

E
[
‖u (s)‖2pH1

])
(t2 − t1)

pα(1−ν)−2
2 ,

(18)

and

E
[
‖I23‖pHν

]
= E

∥∥∥∥∥∥
t2∫
t1

(t2 − s)α−1AνEα,α (t2 − s)B (u (s)) ds

∥∥∥∥∥∥
p

≤ Cpα

 t2∫
t1

(t2 − s)α−1−α(ν+1)
2 ds

p−1

×
t2∫
t1

E
[
‖AvB (u (s))‖p

H1

]
ds

≤ CpCpα

 p− 1

p
(
α− α(ν+1)

2

)
− 1

p−1

×

(
sup
t∈[0,T ]

E
[
‖u (s)‖2p

H1

])
(t2 − t1)

pα(1−ν)
2 .

(19)

Next, by following similar arguments as in the proof
of (17)-(19) and using Lemma 2 there holds,

E
[
‖I31‖pHν

]
= E

[∥∥∥∥∫ t1

0
(t1 − s)α−1 [Eα,α (t2 − s)

−Eα,α (t1 − s)] f (u (s)) dWs‖P
]

≤ C (p)E

[(∫ t1

0

∥∥∥(t1 − s)α−1Av [Eα,α (t2 − s)

−Eα,α (t1 − s)]‖2 ‖f (u (s))‖2L2
0
ds
) p

2

]

≤ C (p)Cpαν (t2 − t1)
pαν
2

 t1∫
0

(t1 − s)
2p(α−1)
p−2 ds


p−2
2

×
t1∫

0

E ‖f (u (s))‖p
L2
0
ds

≤ CpCpανT
2pα−p−1

2

(
p− 1

2pα− p− 2

)p−1

×

(
sup
t∈[0,T ]

E [‖u (s)‖p]

)
(t2 − t1)

pαν
2 ,

(20)
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and

E
[
‖I32‖pHν

]
= E

[∥∥∥∥∫ t1

0

[
(t2 − s)α−1 − (t1 − s)α−1

]
× [AvEα,α (t2 − s)] f (u (s)) qWs‖p

L2
0

]
≤ C (p)×

E

[(∫ t1

0

∥∥∥[(t2 − s)α−1 − (t1 − s)α−1
]

[AvEα,α (t2 − s)]
∥∥∥2

× ‖f (u (s))‖2L2
0
ds
) p

2

]
≤ C (p)Cpα× t1∫

0

{[
(t2 − s)α−1 − (t1 − s)α−1

]
(t2 − s)

−αν
2

} 2p
p−2

ds


p−2
2

×
t∫

0

E
[
‖f (u (s))‖p

L2
0

]
ds

≤ C (p)CpCpαT

(
2 (p− 2)

2pα (2− ν)− 2 (p+ 2)

) p−2
2

×

(
sup
t∈[0,T ]

E [‖u (t)‖p]

)
(t2 − t1)

2pα(2−ν)−2(p+2)
4 ,

(21)

and

E
[
‖I33‖pHν

]
= E

∥∥∥∥∥∥
t2∫
t1

(t2 − s)α−1AνEα,α (t2 − s)B (u (s)) ds

∥∥∥∥∥∥
p

≤ C (p)×

E

[(∫ t1

0

∥∥∥[(t2 − s)α−1 − (t1 − s)α−1
]

[AvEα,α (t2 − s)]
∥∥∥2

× ‖f (u (s))‖2L2
0
ds
) p

2

]
≤ C (p)Cpα

(∫ t2

t1

(t2 − s)α−1−αν
2

) p−2
2

×
∫ t2

t1

E
[
‖f (u (s))‖p

L2
0

]
ds

≤ C (p)CpCpα

(
2 (p− 2)

2pα (2− ν)− 2 (p+ 2)

) p−2
2

×

(
sup
t∈[0,T ]

E [‖u (t)‖p]

)
(t2 − t1)

2pα(2−ν)−2p
4

(22)

Taking expectation on the both side of (14) and in
view of estimates (15) and (17)-(22), we conclude that

‖(F2u) (t2)− (F2u) (t1)‖Lp(Ω,Hν) ≤ C (t2 − t1)γ ,

where γ = min
{
αν
2 ,

αp(1−ν)−2
2p , 2pα(2−ν)−2(p+2)

4p

}
when 0 < t2 − t1 < 1.
Otherwise, if t2 − t1 ≥ 1, then we set γ =

max
{
α(ν+1)

2 , α(2−ν−1)
2 , 2pα(2−ν)−2p

4p

}
.

Lemma 18. Assume the conditions (H1) and (H2)
hold. Then F maps K into itself.

Proof. Let the nonlinear operator F defined by, for
t ≥ 0,

(Fu) (t) = Eα (t)u0 + h (u (t))

+

t∫
0

(t− s)α−1Eα,α (t− s)B (u (s)) ds

+

t∫
0

(t− s)α−1Eα,α (t− s) g (u) dW (s) .

We prove that the operator F has a fixed point, which
is a mild solution of the problem (1)-(3). We shall
employ Theorem 10. For better readability, we break
the proof into a sequence of steps.
Step 1. For 0 < λ < 1, set {u ∈ K : u = λFu} is
bounded.
Let u ∈ K be a possible solution of u = λFu for
some 0 < λ < 1. Then by (H1)− (H4) and applying
the similar arguments in Lemma 13 and Lemma 16,
we have

E ‖u (t)‖pHν ≤ 3p−1 ‖Eα (t)u0‖pHν

+ 3p−1 ‖h (u (t))‖pHν

+ 3p−1E ‖Φ1 (u (t))‖pHν

+ 3p−1E ‖Φ2 (u (t))‖pHν

≤ 3p−1E [‖u0‖Hν ]

+ 3p−1 (γ1 + γ2)

t∫
0

E
[
‖u‖pHν

]
ds.

By means of the extention of Gronwall’s lemma, it
holds that

sup
t∈[0,T ]

E ‖u (t)‖pHν <∞.

This indicates that u (·) is bounded on [0, T ].
Step 2. F : K → C ([0, T ] , Hσ) is continuous.
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Let {un (t)}n≥0 with un → u (n→∞) in K. Then
there is a number r > 0 such that E ‖un (t)‖2Hν ≤ r
for all n and a.e. t ∈ [0, T ], so un ∈ Br (0, Y ) ={
u ∈ K : sup

t∈[0,T ]
‖u‖Hσ

}
and u ∈ Br (0,K). By

the assumptions (H2) and similar argument to obtain
(12) and (13), we have

E ‖(Fun) (t)− (Fu) (t)‖pHν

≤ 3p−1 ‖h (un (t))− h (u (t))‖PHν

+ 3p−1E ‖Φ1 (un (t)− u (t))‖pHν

+ 3p−1E ‖Φ2 (un (t)− u (t))‖pHν

≤ 3p−1 ‖h (un (t))− h (u (t))‖pHν

+ 3p−1 (Gγ1 +Kγ2)

 t∫
0

E ‖un − u‖pHν ds

 .

Then, we have for all t ∈ [0, T ] ,

‖Fun − Fu‖pY −→ 0, as n −→∞.

Therefore F is continuous.
Step 3. We decompose F as F = F1 + F2 where F1

and F2 defined above.
(1) F1 is a contraction onK. Let u, v ∈ K. It follows
from Lemma 2 that

E ‖F1u− F1v‖pHν ≤ LhE ‖u (s)− v (s)‖pHν

≤ Lh sup
s∈[0,T ]

E ‖u (s)− v (s) ds‖pHν

≤ Lh ‖u (s)− v (s) ds‖pY
Taking supremum over t

‖F1u− F1v‖pY ≤ L0 ‖u (s)− v (s)‖pY ,

where L0 = Lh < 1.
Hence F1 is a contraction on K.
(2) F2 is compact operator. Let u, v ∈ K. It follows
from (H2) , (H5) and Lemma 2 that

E ‖F2u− F2v‖2Hν

≤ 2p−1E

∥∥∥∥∥∥
t∫

0

(t− s)α−1Eα,α (t− s)Aν

[g (u (s))− g (v (s))] dW (s)‖2Hν

+ 2p−1E

∥∥∥∥∥∥
t∫

0

(t− s)α−1Eα,α (t− s)Aν

× [B (u (s))−B (v (s))] ds‖pHν

≤ (γ1 + γ2)E

 t∫
0

‖u− v‖2Hν ds

 ,

which implies

sup
t∈[0,T ]

E ‖F2u− F2v‖2Hν = (γ1 + γ2) sup
t∈[0,T ]

E ‖u− v‖2Hν .

Since 0 < L = γ1 + γ2 < 1, then F is contraction
maping on K.
From Lemma 16 and Lemma 17, the operator F2 is
relatively compact. together with Ascoli’s theorem,
we conclude that the operator F2 is compact.
In view of Theorem 10, we conclude that F has at
least one fixed point, which is a mild solution of the
problem (1)-(2).

4 Conclusion

In this paper, we study a class of a stochastic partial
differential equation with noise. By using stochastic
analysis theory, fractional calculations, operator semi-
group theory and applying Sadovskii’s fixed point the-
orem, we obtain the existence of mild solutions for
these equation. In the future, We develop a stochas-
tic calculus for the fractional Brownian motion with
Hurst parameter in different cases using the tech-
niques of the Malliavin calculus.
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